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• CLIP aligns images and texts into the same 
feature space but cannot discriminate 
between objects of the same category.

• Previous works have difficulty in generating 
new mask proposals beyond supervision; and 
lack in adaption to mask classification due to 
the gap between image-level and region-
level representation. 

• Being Open-Vocabulary:  Target of interest to be 
extracted can be freely specified using natural 
language description during inference.

• Being Universal:  Perform instance, semantic, 
and panoptic segmentation under a unified 
framework.

How to balance between maintaining 
generalization for more categories and 
adapting CLIP for mask classification?

Method Quantitative Results
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Methods Backbone Instance Semantic Panoptic
Base Novel All A-150 A-847 P-59 P-459 PQ PQ PQ

XPM ResNet-50 41.5 21.6 36.3 - - - - - - -

LSeg+ EffNet-B7 - - - 18.0 3.8 46.5 7.8 - - -

OpenSeg EffNet-B7 - - - 21.1 6.3 42.1 9.0 - - -

MaskCLIP (Mask R-CNN) ResNet-50 - - - 22.4 6.8 41.3 9.1 12.9 11.2 16.1

MaskCLIP (Mask2Former) ResNet-50 - - - 23.7 8.2 45.9 10.0 15.1 13.5 18.3

MasQCLIP (Mask R-CNN) ResNet-50 40.7 28.4 37.5 23.7 8.4 44.4 14.1 14.9 14.5 15.6

MasQCLIP (Mask2Former) ResNet-50 51.0 31.9 46.0 30.4 10.7 57.8 18.2 23.3 21.2 27.7
+9.5 +10.3 +9.7 +6.7 +2.5 +11.3 +8.2 +8.2 +7.7 +9.4
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Figure 1: Comparison on open-vocabulary semantic segmentation. We evaluate on the same image as in OpenSeg [?]. Notice that

MasQCLIP successfully recognizes the windows on the house, demonstrating that MasQCLIP is able to classify small objects.
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Detailed Interpretation of Progressive Distillation

Preliminary:  MaskCLIP [1]

Figure 2: Overview of MasQCLIP. MasQCLIP consists of a class-agnostic mask proposal network and a mask classification module
based on CLIP. In the mask proposal network, we apply progressive distillation to segment masks beyond base classes. Please refer to
Fig. 3 for more details. After we obtain an open-world mask proposal network, the predicted masks are then sent to the classification
module to obtain labels. To efficiently utilize the dense CLIP features, we propose MasQ-Tuning. We set new query projections f 0

Q for the
Mask Class Tokens to obtain optimal attention weights, and f 0

Q at each layer are the only learnable parameters.

explored subspace training [16] for low-dimensional repa-
rameterization and prompt tuning [21, 34] for adaptation.
In terms of CLIP models, [38, 53] insert adapters into pre-
trained CLIP models, and DenseCLIP [32] uses CLIP pa-
rameters as initialization for segmentation tasks. However,
existing works mainly make use of the pre-trained models
for a specific dataset, and they do not fully exploit the in-
trinsic generalization ability in pre-trained models.

3. Preliminary

MaskCLIP [9] adapts the CLIP model for segmentation
tasks through a two-stage pipeline. Specifically, a class-
agnostic mask proposal network first generates candidate
masks, then MaskCLIP utilizes dense CLIP features to clas-
sify each mask proposal with a corresponding Mask Class
Token. Mask Class Tokens are initialized with the class to-
ken in the CLIP visual encoder, then are appended along-
side the original CLIP tokens (image tokens and a class to-
ken). Mask Class Tokens extract features from CLIP tokens
through the masked cross-attention mechanism where mask
proposals also serve as attention masks, i.e.,

CrossAttn(·) = softmax(QmaskK
T
img +Mmask) · Vimg, (1)

Qmask,Kimg, Vimg = fQ(xmask), fK(ximg), fV (ximg). (2)

Here, xmask 2 Rm⇥C , ximg 2 Rp⇥C denote m Mask Class
Tokens and p CLIP tokens respectively, and fQ, fK , fV de-
note the projections for query, key, and value respectively.
In MaskCLIP, fQ, fK , fV are frozen to maintain general-
ization. The attention mask Mmask 2 Rm⇥p is derived as

Mmask(i, j) =

(
0 if i-th mask falls in j-th patch
�1 otherwise

.

(3)
The final classification scores are the dot product be-

tween Mask Class Tokens and the language descriptors
from the CLIP language encoder.

4. Methods

4.1. Problem Setting

During training, the model is only provided with a set of
images and their annotations on base classes CB . We denote
the training dataset as DB = {(Ii,Yi)}Ni=1. Each annota-
tion Yi contains ground-truth masks YM

i and their labels
YL
i on base classes in image Ii. In the inference stage, we

evaluate our model on another set of images with a new set
of novel classes CN , and the testing dataset is denoted as
DN . According to the relationship between DB and DN ,
previous works mainly use two settings:

• Cross-dataset. DB and DN are different datasets, and
class sets CB and CN may overlap.

• Base-novel. CB and CN are disjoint, i.e., CB \CN =
?. Under this setting, the same dataset, such as COCO
[25], is used during training and testing.

In our paper, we evaluate our proposed algorithm on both
of the above settings.

Mask Class Tokens extract features 
from CLIP tokens through masked 
cross-attention mechanism where mask 
proposals serve as attention masks. 

[1] Z. Ding, J. Wang, and Z. Tu. Open-Vocabulary 
Universal Image Segmentation with MaskCLIP. 
In ICML, 2023 

(a) “a black cat”, “an orange cat” (b) “beer”, “wine” (c) “an adult”, “a child”

Figure 7: User-specified segmentation. We use the model trained on COCO-panoptic for evaluation. Visualization results show that our
model can distinguish subtle differences among objecs.

Tune-Q with 23.3 PQ, Tune-V, Tune-QKV and Tune-CLIP

have a performance drop of 8.9, 8.4, and 8.6 on PQ respec-
tively. This proves the importance of freezing Vimg which
is interpreted as dense CLIP features. By inheriting Vimg
from the CLIP model, MasQCLIP is able to preserve the
original feature space within CLIP. Compared to Tune-QK,
Tune-Q reaches better performance on ADE20k and is more
parameter-efficient, where only 8.2% of original parameters
in CLIP visual encoder are added for training. Therefore,
we choose Tune-Q as the fine-tuning strategy of MasQCLIP.

5.5. Qualitative Results

In this section, we compare the visualization results of
MasQCLIP with previous models [9, 12]. The results of in-
stance, semantic, and panoptic segmentation are presented
in Fig. 4, Fig. 5, and Fig. 6 respectively. For a fair com-
parison, We all use the same set of images as previous
works [9, 12]. We observe from the visualization results
that MasQCLIP produces more robust mask proposals and
enjoys a higher mask classification accuracy, which corre-
sponds to our two key components proposed in MasQCLIP.
As shown in Fig. 7, MasQCLIP exhibits the ability to seg-
ment objects of arbitrary classes as per user specifications
and to discriminate between subtle distinctions within them
(e.g. “beer” vs. “wine”, “child” vs. “adult”).

5.6. Efficiency

MasQCLIP exhibits great capability in open-vocabulary
universal segmentation while being computationally effi-
cient at the same time. We report the results of GFLOPs in
Tab. 6. As shown, the GFLOPs of MasQCLIP is only 14.5%
higher than the combined GFLOPs of Mask2Former and
CLIP visual encoder, and is 34.1% lower than the GFLOPs
of MaskCLIP.

Models GFLOPs

Mask2Former [7] 78.9
CLIP Visual Encoder [31] 233.0
MaskCLIP† [9] 542.0
MasQCLIP (ours) 357.2

Table 6: Model efficiency. The resolution of input images is
set to 640⇥640 for Mask2Former and 336⇥336 for CLIP Visual
Encoder. We use the CLIP model ViT-L/14@336px. † means our
re-implement according to the paper (no public codes available).

6. Conclusions

We propose a two-stage model, MasQCLIP, for open-
vocabulary universal segmentation. We first design a pro-
gressive distillation process for the class-agnostic mask pro-
posal network to segment open-world masks. Addition-
ally, we adapt CLIP models for mask (region) classifica-
tion while maintaining the generalization ability of CLIP
through our proposed MasQ-Tuning method. We achieve
state-of-the-art results with substantial improvement over
the existing approaches across three open-vocabulary tasks
including instance, semantic, and panoptic segmentation.
Limitations. Since MasQCLIP is built on top of a pre-
trained CLIP model, though fine-tuning is introduced, the
performance of our model is nevertheless largely decided
by the generalization ability of the CLIP model. Another
limitation of our method is that mask proposals are gen-
erated by a fixed network (once pre-trained), which might
limit its capability for object types of arbitrary specification.
Acknowledgement. This work is supported by NSF Award
IIS-2127544.
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Motivation

Progressive Distillation (stage 1)
• CLIP does not intrinsically assign higher 

confidence-scores to good-quality masks.
• Object Score: general indicator of mask quality

Final Classification Score:  𝑝!"#
(%) = 𝑝'()	 ⋅ 𝑝!"%+

(%)

• Utilize object score to filter high-quality mask 
proposals that do not overlap with mask
annotations of base categories, producing extra 
annotations for training.

• For i-th Mask Class Token 𝑥,-#.
(%)  and its query embedding

𝑞% = 𝑓/(𝑥,-#.
% ),  its attention weight softmax0

1
𝑞%𝐾%,01 +

𝑀% 	indicates 𝑥,-#.
(%)  where to focus.

• We apply new query projections 𝒇𝑸′ to each cross-attention 
layer for Mask Class Tokens but keep the original CLIP frozen

• Mask Class Tokens obtain better attention weights through 
learning while the cross-attention results still lie in the row 
space of 𝑉%,0. Able to improve adaptation (from image to 
mask classification) while maintaining generalization.

MasQ-Tuning (stage 2)

CrossAttn ⋅ = softmax 𝐐𝐦𝐚𝐬𝐤7 K89:; +ℳ,-#. ⋅ 𝑉%,0 
where 𝑸𝒎𝒂𝒔𝒌7 = 𝑓/7 𝑥,-#. .

Visualization

Panoptic Segmentation: MasQCLIP is able to segment both
thing(object) and stuff(background) categories more correctly. 

Achieve substantial performance gain across all open-
vocabulary segmentation tasks with a unified framework.

Acknowledgement: This 
work is supported by NSF 
Award IIS-2127544.
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